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Abstract. In this paper, an approach to solve an inversblpm of geophysics, such as

determining the position of an object (cavity orve&an) and its geometrical parameters
according to the propagation picture of a wavealfiéd proposed. At present there are no fast
and accurate methods for determining such parametethis paper, a method based on neural
networks (NNs) is proposed and a possible architeadf the NN is presented. The results of
experiments on implementing and training the NN also presented. The model obtained
shows the presence of an "understanding” of thatidata, demonstrating answers that are
similar to the original data. In the NN answerse aran identify a relationship between the
quality of the network response and the number affes that have passed through the
medium’s object being investigated.

1. Introduction

Nowadays there are no instruments that allow fawt exact solving the inverse problem of
geophysics. The inverse problem is understoodatsothdetermining the structure and parameters of
the medium under study from the available wavedfiptopagation picture. One of the existing
approaches to solving inverse problems is thetiteranethod: by gradually changing the parameters
of a medium specified in a special program, theer@aid propagation picture for the given medium
Is synthesized and compared with the available ®hen the parameters are changed towards the
assumed optimum, that is, a set of parameterseofrgdium corresponding to the wave field picture
that was taken. As a result of multiple repetitioh this operation, one can reach the required
parameter values. In this approach, much time fodeting and comparing wave field pictures is
needed. The simulation time, depending on the acguand detailing of a model, can take up to
several days even on powerful supercomputers.

To solve the problem of determining the locationsl @eometrical properties of objects, neural
networks, which have turned out to be useful inote fields, from image recognition to time series
processing, are proposed. It is assumed that thefusroperly trained neural network structured wil
allow obtaining models that require less time favgessing and determining the location and form of
the desired inclusion, caverns (hereinafter retetoeas cavernous media).

In this paper, it is proposed to use the NN foredwatning the structure of a geophysical model
(GM) given in the form of a two-dimensional imadéwe image shows a homogeneous medium with a

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
BY of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.
Published under licence by IOP Publishing Ltd 1


http://creativecommons.org/licenses/by/3.0

International Conference Information Technologies in Business and Industry 2018 IOP Publishing
IOP Conlf. Series: Journal of Physics: Conf. Series 1015 (2018) 032148  doi:10.1088/1742-6596/1015/3/032148

cavity (cavern) whose center is located at an ranyitpoint inside the medium. In this article, the
cavity is understood as a round or oval-shapedwvdgtiearbitrary linear dimensions. For every GM,
the forward geophysical problem of simulation odistic wave propagation was solved previously.
According to the results, it is proposed to recartitthe geometry of the medium under investigation

2. Architecture of the neural network
The wave field propagation picture in a mediumhia form of a sequence of two-dimensional colored
images as input data for the neural network is see Figure 1). Such images (snapshots) are taken
at regular time intervals. The model is a 2D homegeis medium with a cavity inclusion. The linear
size of the model is 5 km along the Ox-axis (harta) and 1 km along the Oz-axis (vertical). The
shapshots are presented for the vertical compoofetite wave field. The elastic medium and the
inclusion have different values of the elastic paters. Therefore, one can observe elastic waves
reflected from the inclusion or formed after pagdime cavity.

The output data for the network should be the edoGM in the form of a two-dimensional
colored image used to solve the forward geophygicdiem.

It should be noted that in some situations waveashiag the cavern or reflected waves have small
amplitudes. In this case, it is much more diffidolt the NN to recognize the cavity in the inputada
(see Figure 1).

Figure 1. The structure of the GM with a cavity (the uppeiage) and wave field snapshots.
Lower image depicts the last snapshot with wavesyafll amplitudes reflected from the cavity.

When designing the NN, network architectures tlhiahgd out to be useful in solving various
problems were used. Since image processing wagdeitdvas decided to use a convolutional neural
network (CNN) [1]. This type of network allows ot obtain high-precision models when solving
problems of classification and detection of objentthe image. To demonstrate the efficiency of the
CNN, one can consider the results of experimentseongnizing hand-written figures using, as an
example, the Mixed National Institute of Standaadsl Technology (MNIST) database [2]. With its
help, a recognition accuracy of up to 99.77% wémsexed [3].

Since a sequence of images is used as input dat®as assumed that some dependencies
characterizing the presence of a cavity can be.ulsedhis case the Long Short-Term Memory
(LSTM) network was used as a determinant of thegaee of the dependencies [4]. This network has
turned out to be useful in solving problems of gs®ing of time series and images, analysis of the
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sound, processing of the language, and many oth@slgms associated with various kinds of
sequences.

As a possible architecture, the CNN for convertingut images into a numerical vector
characterizing the input data is proposed. It snped to use this part of the NN as a "feature
extractor" uniquely characterizing every image wtie help of a vector. Then the sequence of the
resulting vectors must come to the LSTM layer st the dependencies can be identified in them.
After a response from the LSTM layer is obtainédnust be interpreted in an image of the medium
similar to the original. For this it is proposed use the NN with a sweep, an operation similar to
convolution in the CNN; however, the input vectoadually unfolds into a color image of the
specified medium.

To implement the "feature extractor", it is propbse train a fully convolutional neural network so
that it repeats its own input. This network will @&onvolution from the size of the input imagéhte
size of the required vector and the sweep fronshiame of the vector to the size of the input imétge.
is assumed that the NN trained to reproduce its mpat taking into account its architecture can
describe the input image most accurately with a erical vector at its center. In the future it is
planned to use only the convolutional part of thened "feature extractor" for converting input
images into vectors of numbers.

The next part, which is a "sweep" of the neuralvoek, is a composition of the LSTM layer, the
fully connected layer, and the image generator. $bguence of vectors formed by the “feature
extractor" with the help of several snapshots efuwlave field is used as input data for the NN block
The images of the medium of interest are used gmubdata for training. To train both parts of the
NN, it is planned to use the root-mean-square esa loss metric.

3. Experimental technique and results

As an experiment, it is planned to train the olgdirarchitecture and then test it on the
available data. It is planned to implement the N&ing the Python language and the
Tensorflow library [5]. The OpenCV library [6] issad to work with images, and the
Tensorboard tool - to draw the graphs of the losstions.

As a result of the training, a "feature extractof'a rather high accuracy has been
developed. To convert images of wave propagatitmansequence of numerical vectors, the
convolutional part of the trained "extractor" wased. After that, all images were transformed
(Figure 2).
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Figure 2. The loss function graph (upper image) obtainednduthe training of the “feature
extractor" to reproduce its own input and an examgdl reproducing the input image for every
color channel in RGB format.

After the transformation of images (Figure 3), thain part of the NN where sequences of vectors
played the role of input data and the required rsydke role of output data was trained. The tiine
model of the NN capable of reproducing the strectof the medium based on a set of numerical
vectors corresponding to the sequence of imageseé field propagation was obtained.
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Figure 3. The loss function graph obtained during the tragrof the main part of the NN responsible
for the cavity image reproduction.

On the basis of the results, it can be concluded the implemented model determines the
geometrical shape and the cavity location ratheurately. Comparable results, both for round and
oval cavities of different sizes, were obtained.
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Figure 4. Examples of investigatemodels (left panelpf elastic media and respon<obtained by
the NN (right panel).

Figure 4 shows that the model has learned to réezeghe parameters of the mediifrom the
wave field imagesather accuratel

It should benoted that for some media the NN could not acclyragzonstruct the cavity (Figu
5). Analysis of the input data has shown that theitg was quite far from the signal source |
reflected waves of small amplitudes could be olet

Figure 5. An example ofnediun structure reconstruction with"ghantom" objec. Reconstruction
was performed with théelp ofthe NN determined by the input data wgmall amplituds of
reflected waves.

4. Conclusions

In this paper, the possibility of using the neunatwork tools for solving inverse geophysi
problems to determine the positions and geomehlapas of objects using cavernous media &
example has been demonstrated. To obtain moreaeawsult: the neural network must be trair
with a large number of input data (at least 10@ed#nt GMs and the corresponding solutions ol
forward geophysical problem). In the future it iBrmmed to train the NN to identify GMs wi
complex subsurface strweces and develop an algorithm to eliminate "pharitobjects A program to
simulate elastic wave propagation in -dimensional inhomogeneous elastic media valso
developed. This program is based on a fc- order finitedifference method with respeto space [7,
8]. The program has parallel implementation focgkitions on hig-performance computing systel
constructed with GPUs. All calculations to solve fiorward geophysical problem and obtain w
field snapshots for the NN training were macith the developed parallel algorithm and the prog
code for GPUs on the hybrid cluster N-30T of Siberian Supercomputer Centerthe Siberian
Branch of the Russian Academy of Sciel, http://www.sscc.icmmg.nsc.ru.
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