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Abstract—Moment methods in Krylov subspaces for solving symmetric systems of linear algebraic equations
(SLAEs) are considered. A family of iterative algorithms is proposed based on generalized Lanczos orthogo-
nalization with an initial vector  chosen regardless of the initial residual. By applying this approach, a series
of SLAEs with the same matrix, but with different right-hand sides can be solved using a single set of basis
vectors. Additionally, it is possible to implement generalized moment methods that reduce to block Krylov
algorithms using a set of linearly independent guess vectors  The performance of algorithm imple-
mentations is improved by reducing the number of matrix multiplications and applying efficient paralleliza-
tion of vector operations. It is shown that the applicability of moment methods can be extended using pre-
conditioning to various classes of algebraic systems: indefinite, incompatible, asymmetric, and complex,
including non-Hermitian ones.
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In 1958, Leningrad mathematician Vorob’ev pub-
lished a book [1] concerning moment methods in
Galerkin spaces associated with numerous problems
in operator theory and applied mathematics [2]. The
results presented in [1] led to a generalization of the
conjugate gradient method, which was earlier pro-
posed by K. Lanczos, M. Hestenes, and E. Stiefel for
solving systems of linear algebraic equations (SLAEs)
(see [3–6]). Specifically, Vorob’ev constructed low-
cost algorithms for solving SLAEs with a sign-chang-
ing spectrum and different right-hand sides, but with
an identical matrix. In 2013, moment methods were
investigated and applied in [3] for solving complex
SLAEs and reducing models of multiscale dynamical
systems.

The goal of this paper is to develop the moment
method in Krylov subspaces and generalize it to con-
jugate direction algorithms [5] and to preconditioned
iterative processes intended for solving real SLAEs.
The considered algorithms can easily be extended to
complex Hermitian systems.
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1. POLYNOMIAL REPRESENTATION
OF AN APPROXIMATE SOLUTION

TO SYSTEMS OF LINEAR ALGEBRAIC 
EQUATIONS

Consider a symmetric positive definite SLAE of
the form

(1)

where, for vectors, we introduced the Euclidean
parametrized scalar product

here, γ is equal to 0, 1, or 2.

Given an arbitrary vector , the n-dimensional
Krylov subspace is formed by the set of linearly inde-
pendent vectors  k = 0, 1, …, n – 1:

(2)

so that the element  is the projection of 
onto  and En is the corresponding projector in the
sense of the introduced scalar product (⋅,⋅)γ.

Consider the following moment problem: given a
set of n + 1 linearly independent elements 
of the Hilbert space , construct a linear operator An
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defined on the n-dimensional subspace  that satis-
fies the conditions

(3)

Since  is the projection of the element
 onto , the difference  is orthog-

onal to any element . Then, using the repre-
sentation

and taking the scalar product of both sides by , we
obtain the following system for the coefficient vector

:

(4)

with a nonsingular Gram matrix G = .
In view of this, SLAE (4) uniquely determines a matrix
polynomial of degree n annulling the element :

(5)

and the roots of the corresponding scalar polynomial
Pn(λ) are the eigenvalues of the operator An. Here and
below, the index γ on matrices, vectors, and polyno-
mials is omitted for brevity.

Now we consider a representation of the solution to
the equation

(6)

with the right-hand side given by

(7)

Taking the scalar product of (7) and 
yields an SLAE for the coefficient vector:

(8)

The solution of system (6) can be expressed in
terms of the polynomial

(9)

As a result, under the condition Pn(0) = a0 ≠ 0, the
approximate solution of the moment problem can be
expressed using the coefficients ak and bk of the poly-
nomials as follows:
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2. RECURSIVE SOLUTION
OF THE MOMENT PROBLEM

The performance of the algorithm given by for-
mula (10) can be enhanced by applying the Lanczos
orthogonalization of the vectors , which
underlies the conjugate gradient method. We consider
this approach in a generalized form leading to conju-
gate gradient methods [5]. More specifically, applying
parametric Aγ-orthogonalization, we construct a set of
vectors pk with properties  = 
where γ = 0, 1, 2 and δk,l is the Kronecker delta. The
corresponding formulas are given by

(11)

Here, the vectors pk are expressed in terms of
matrix polynomials related by three-term equalities:

(12)

Since the vectors p0, …, pn – 1 form an Aγ-orthogo-
nal basis in  and in view of the properties of the pro-
jector En and recurrences (12), we have

It follows that the resulting polynomials Pn coincide
with those in (5); the roots of the equation Pn(λ) = 0 are
the eigenvalues of the operator An; and, in the orthog-

onal basis p0, …, pn – 1, the projector from  to  is
orthogonal, i.e.,

where Vn is a matrix with columns being the vectors pk.
Remark 1. Another generalization of Lanczos

orthogonalization was proposed in [7], namely,

(13)

where B and C are commuting symmetric matrices
and ck are arbitrary nonzero constants. These relations
ensure that the vectors are C-orthogonal, i.e.,
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 for k ≠ n. Formulas (12) follow from (13)
for B = A and С = Aγ. The case B = AA⊤ = C for asym-
metric SLAEs was considered in more detail in [7].

Using the recurrence properties of the constructed
polynomials, we transform the approximate solution
un from (10). Introducing the notation Rn(λ) =

 and taking into account (12), for these
polynomials, we obtain the recurrence

(14)

From this, introducing the notation

we derive the two-term recurrences

(15)

Considering, along with these polynomials, corre-
sponding elements of the Hilbert space, i.e., rk =

 and  we obtain similar vector
relations

(16)

Based on the properties of the above-introduced
polynomials, we conclude that the obtained vector
sequences have the following orthogonal properties:

(17)

Combining these relations with (16) yields formu-
las for the iteration parameters:

(18)

Now we find an expression for the approximate
solution (10). Since the elements r0, …, rn – 1 form an
orthogonal basis in , we have

which implies
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Then it follows from (10) and (16) that
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where γn = Fn(0). Thus, the solution of the moment
problem is determined by the two-term relations

(20)

These formulas simplify if we set , in which
case γ0 =…= γn = 1. Setting  for an arbi-
trary initial vector u0, at any nth iteration, we have the
residual vector rn = f – Аun, i.e., we obtain conjugate
gradient methods [4, 5].

3. SOME PROPERTIES OF THE ITERATIVE 
MOMENT METHOD

Algorithm (20) efficiently solves problems of inter-
est, such as series of SLAEs with the same matrix A,
but with different right-hand sides f(m), m = 1, …, M,
which are determined sequentially, i.e., a new mth
vector f (m) can be computed only after solving the pre-
ceding (m – 1)th system. The first SLAE is solved
using formulas (20), while the subsequent desired vec-
tors u(m) are determined using the found coefficients
αn and vectors qn. Only the quantities γn have to be
updated, which considerably reduces the amount of
arithmetic operations, especially because of the
absence of matrix-vector multiplications. For approx-
imate solutions un, instead of (20), we can use their
representation in terms of the vectors qn, which, in
view of the orthogonality properties (17), form a basis
in  and satisfy the relations

(21)

Substituting the desired representation of the solu-
tion

(22)

into Eq. (6) and using relations (17) and (20), we
obtain the expression
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Equating the coefficients of identical vectors yields
a tridiagonal system of equations for finding νk from
(22):

(23)

It should be emphasized that, in representation (22)
for the solution un, the coefficients νk depend on n
and, to find them, we need to solve a sequence of
increasing-order systems of the form (23). For this
purpose, an efficient approach is provided by the trid-
iagonal matrix algorithm [5], whose “standard” for-
mulas in the given case have the form

(24)

Here, for brevity, we introduced the following
notation for the coefficients of SLAE (23):

The quantities æk and θk for different n are com-
puted using identical recurrences differing only in
length. The implementation of (22) requires one com-
ponent of the solution from (24): 

The stability and accuracy of the tridiagonal matrix
algorithm (24) for solving the tridiagonal SLAE (23)
play a key role in the efficiency of the entire algorithm.
Note that the considered iterative process can be
extended to more general types of symmetric algebraic
systems, such as indefinite, singular, and inconsistent
ones, for which MINRES, MINRES-QLP, and other
methods in classical Krylov subspaces were previously
developed; they use QR and QLP decomposition
algorithms for solving tridiagonal SLAEs of type (23)
(see [8] and references therein).

The considered iterative process is a generalization
of well-known conjugate direction algorithms, since
the initial vector ν0 of the Krylov subspace  is
not related to the SLAE to be solved. However, the
moment methods inherit the variational properties of
minimum iteration algorithm, or minimum error
algorithms [9], as well as the variational properties of
conjugate gradient and conjugate residual algorithms
[4, 5], since the vectors rk can be represented in the
form
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which follows from (20); here, the vectors have
orthogonality properties (17). Taking the scalar prod-
uct of both sides of (25) by the vector Aγ – 2rk and using
the values of αk from (20), we derive the expressions

(26)

moreover, the maximum of this functional is reached
in the subspace .

In view of the optimality properties of functional (26),
we can use the Chebyshev technique to examine the
convergence rate of the iteration process and to esti-
mate the number of iterations n(ε) necessary for satis-
fying the condition

(27)

Obviously, the corresponding inequality has the
form

(28)

where æ is the condition number of the matrix A (see
[4, 5]).

Let us discuss the use of preconditioning of SLAEs
in moment methods in order to reduce the number æ
in estimate (28). To preserve symmetry, it is natural to
use bilateral preconditioning, which brings Eq. (1) to
the form

(29)

where C is an easily invertible nonsingular matrix.
In this case, all preceding arguments hold for the pre-
conditioned SLAE up to the notation of . An
example is incomplete factorization methods [5] for
systems with a matrix A = D + L + U, where D is a
block diagonal matrix and L and U are lower and upper
triangular matrices. The preconditioned SLAE is then
given by

(30)

where  is an approximation of the matrix
. The preconditioners in (30) are a special case

of widely used ILU decompositions (see [4, 5]).
Given a symmetric positive definite preconditioner

B, the construction of a preconditioned Lanczos pro-
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cess is regarded as an orthogonalization method
applied to the preconditioned SLAE

In formulas (11), for the new vectors ,
we then obtain the recurrence relation

in which B1/2 is, in fact, not required (for more details,
see [8]).

Remark 2. Note also the utility of simple precondi-
tioning procedures, such as scaling or binormalization
of SLAE [10], which correspond to diagonal matrices
C in (27) and can be used in combination with other
preconditioners.

Remark 3. In [1] Vorob’ev considered a generalized
moment method in which a single initial vector  is
replaced by a given set of m linearly independent vectors

. In solution methods for SLAEs, such
approaches are promising in terms of parallelization
and are known as block Krylov algorithms (see [11]).
The methods described above are easy to generalize to
their block versions. The resulting algorithms formally
admit multipreconditioning, i.e., the use of several pre-
conditioning matrices and direction vectors  at
a single iteration (see [12]). However, the justification of
this approach for symmetric SLAEs requires additional
research.
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